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Abstract 

Shock wave/boundary layer interaction (SWBLI) continues to pose a significant chal-
lenge in the field of aerospace engineering. This paper aims to address this issue 
by proposing a novel approach for predicting aerodynamic coefficients and heat trans-
fer in viscous supersonic and hypersonic flows using a high-order flux reconstruction 
technique. Currently, finite volume methods are extensively employed for the compu-
tation of skin aerodynamic coefficients and heat transfer. Nevertheless, these numerical 
methods exhibit considerable susceptibility to a range of factors, including the inviscid 
flux function and the computational mesh. The application of high-order flux recon-
struction techniques offers promising potential in alleviating these challenges. In 
contrast to other high-order methods, the flux reconstruction is combined with the lat-
tice Boltzmann flux solver in this study. The current method evaluates the common 
inviscid flux at the cell interface by locally reconstructing the lattice Boltzmann equa-
tion solution from macroscopic flow variables at solution points. Consequently, this 
framework performs a positivity-preserving, entropy-based adaptive filtering method 
for shock capturing. The present approach is validated by simulating the double Mach 
reflection, and then simulating some typical viscous problems. The results demonstrate 
that the current method accurately predicts aerodynamic coefficients and heat trans-
fer, providing valuable insights into the application of high-order methods for shock 
wave/boundary layer interaction.

Keywords:  Shock wave/boundary layer interaction, High order method, Flux 
reconstruction, Lattice Boltzmann flux solver, Entropy-based adaptive filtering method

1  Introduction
In the study of supersonic and hypersonic problems, shock wave/boundary layer interac-
tion is one of the most common complex flow phenomena. These complex phenomena 
can significantly affect the aerodynamics and thermodynamics of aerospace vehicles. An 
accurate understanding of their dynamics can contribute greatly to the development of 
the aerospace vehicles. In particular, flows around transonic airfoils, supersonic intakes 
and supersonic suction engines can lead to flow separation, increase in drag force, and 
performance loss due to these interactions. After the shock wave incident at the bound-
ary, it continues to exist within the boundary layer and blocks the pressure difference 
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between the front and back of the wave. However, the inverse pressure gradient across 
the shock wave can be transmitted from downstream to upstream of the shock wave 
through the subsonic zone of the boundary layer, resulting in flow separation and the 
formation of a separated shock wave upstream. Furthermore, SWBLI generally produces 
unstable shock wave systems at low frequencies, which can alter or induce fatigue dam-
age to thermally loaded structures. The problems caused by these issues make SWBLI 
one of the most challenging issues in the research of hypersonic vehicles.

In view of the aforementioned problems, it is known that SWBLI could be effectively 
studied using canonical configurations such as compression corners, shock impinge-
ment cases, double cones, double wedges, single and double fins. Supersonic and hyper-
sonic flows over ramps have been experimentally investigated for their effect on angle 
of ramp, wall temperature, and plate length [1–3]. An experimental study conducted by 
Elena and Lacharme [4] measured the velocity, Reynolds tangential stresses, skewness 
and flatness factors, and intermittency factor at a free-stream Mach number of 2.3. The 
results obtained indicate that the boundary measurements are in good agreement with 
previous data. Some research done by Settles et  al. [5–7] utilized wind tunnel experi-
ments with Mach number 2.85 compression ramp to provide experimental measure-
ments of boundary layer thickness, velocity profiles, surface pressures, and skin friction 
coefficients. Bookey et al. [8] performed an experimental study of supersonic 24° and 8° 
compression ramp conducted with the free stream Mach numbers 2.9 and 8, respec-
tively. Marini [9] investigated the SWBLI phenomena over a two-dimensional ramp in 
a wind tunnel, verifying or establishing separation characteristics, dynamic and thermal 
loads, and aerodynamic performance. Experiments of turbulent and laminar SWBLI 
from supersonic and hypersonic flows over the ramp were conducted by Hankey and 
Holden [10], who studied the effect of Reynolds number, ramp angle, and Mach number 
on upstream influence. The effect of bluntness on pressure and thermal loads was also 
considered.

Numerical simulation techniques have been proven to be an effective means of study-
ing SWBLI, in addition to the experiments. Rizzetta and Mach [11] simulated hypersonic 
compression corner flows using four different numerical algorithms. John et  al. [12, 13] 
simulated the two-dimensional ramp induced flow to investigate the effect of various geo-
metrical and flow parameters on the laminar boundary layer separation. The details of 
upstream influence, length of separation bubble, separation point pressure, and heat trans-
fer were examined. Brioso et al. [14] indicated that increasing the wall temperature leads to 
the separation and reattachment points moving upstream and downstream, respectively. 
Kane and Peetala [15] studied the detailed physics of laminar boundary layer separation 
in hypersonic ramp flow using OpenFOAM, an open source software. Kotteda and Mit-
tal [16] developed a stabilized finite element method for the numerical solution of SWBLI 
with Mach number up to 3. Employing the high-order hybridizable discontinuous Galerkin 
method, Moro et al. [17] performed some simulations of SWBLI, such as supersonic flow in 
a duct with a ramp, supersonic flow inside a scramjet combustor, and supersonic flow over 
a forward facing step. Adams [18, 19] was the first to perform the direct numerical simula-
tion (DNS) of supersonic compression ramp. Wu and Martin [20] performed DNS for a 
24° compression ramp configuration following the experiment of Bookey et al. [8]. Loginov 
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et al. [21] performed the large-eddy simulation of a 25° compression ramp at Mach number 
2.95, resulting in good agreement with experimental data.

Numerical simulations have been proven promising in predicting the dynamics of SWBLI 
for over 70 years. However, accuracy issues have been a major constraint on their develop-
ment. As Katzer [22] introduced dissipation in the simulations of oblique SWBLI, which 
adversely affected the height of the separating vortex, the development of high-resolution, 
low-dissipation numerical formats is particularly important in the numerical simulation 
of shock interference problems. Most studies analyzed SWBLI under the second order 
accuracy, and some studies were simulated in a high-order framework but with low Mach 
numbers. In recent years, higher order formats have received increasing attention. Com-
pared with traditional formats, high-order formats can achieve higher accuracy with fewer 
grids, and have lower dissipation and higher resolution. This range of higher order for-
mats includes essentially non-oscillatory scheme [23], weighted essentially non-oscillatory 
scheme [24], discontinuous Galerkin (DG) method [25], spectral difference (SD) [26], and 
so on. The flux reconstruction (FR) approach proposed by Huynh [27] has been attracting a 
lot of interest. This approach is able to restore to nodal DG [28] and SD in a unified frame-
work, at least for a linear flux function.

In this work, a high-order FR scheme combined with the lattice Boltzmann flux solver 
[29], named as FR-LBFS, is employed to simulate SWBLI. Considering real physical effects, 
the FR-LBFS can achieve positive density and pressure in the case of strong shock waves and 
discontinuities. The entropy-based adaptive filtering method [30] is utilized to capture the 
shock wave, which exhibits excellent density and pressure positivity preservation properties 
without specific free parameters. Different from the finite volume method used in Ref. [29], 
the current method employs the FR approach, which can get arbitrary high order accuracy 
by adding solution points, and it is inherently suitable for parallel computing. However, to 
achieve higher order accuracy in finite volume methods, extensive reconstruction templates 
are required, and parallel computing and boundary handling become significantly challeng-
ing. On the other hand, the original LBFS [29] did not systematically investigate SWBLI 
issues at high Mach numbers. Meanwhile, in high-order finite element methods, the major-
ity of SWBLI simulations are based on DG methods. Compared to the DG method, the FR 
method allows larger time steps [31], and some studies have shown that the FR method is 
more efficient than the DG method [32, 33]. Hence, this paper employs the FR method for 
simulating SWBLI. In the work of Zhang et al. [34], a third-order accurate gas kinetic scheme 
based on the Maxwellian distribution function was employed in the correction procedure 
via the reconstruction framework. Due to the intricate nature of the Maxwellian function, 
this method tends to be more intricate and less efficient compared to traditional numeri-
cal methods [35, 36]. The time discretization is implemented using a third-order three-stage 
Runge-Kutta method [37]. The rest of the paper is organized in the following way. Section 2 
provides the basic formulation of the current method. Numerical simulations of some typi-
cal SWBLI problems are given in Section 3. Section 4 presents the conclusions.

2 � Methodology
2.1 � Governing equations

The governing equation for two-dimensional viscous compressible flows solved in this 
paper is expressed as follows:



Page 4 of 21Qin et al. Advances in Aerodynamics             (2024) 6:6 

where Q = (ρ, ρu, ρv, ρe) is the conservative variable vector. ρ is the density, u and v are 
the components of velocity vector. e is the total energy per unit mass of gas, and it is 
related to the total specific internal energy E, which is written as

where p denotes the pressure, and γ denotes the specific heat ratio. F and G in Eq. (1) 
are the corresponding x and y directional flux vectors, respectively. Inviscid fluxes and 
viscous fluxes are involved in them. The inviscid fluxes are

and the viscous fluxes are

where τij and qi represent the viscous stress tensor and heat flux, respectively, which are 
written as

where μ denotes the dynamic viscosity, calculated by Sutherland’s law. δij is the Kro-
necker symbol. λ is the thermal conductivity, which is connected with μ through the 
Prandtl number, Pr = 0.71. T is the temperature.

2.2 � Flux reconstruction formulation based on LBFS

In this sub-section, we will briefly describe the FR scheme based on the LBFS. The 
whole computational domain Ω is split into N non-overlapping elements Ωn. In order 
to facilitate the calculation, each element is mapped to a standard element I = [−1, 
1] × [−1, 1]. The coordinate system of the standard element is represented by (ξ, η), 
and so the mapping relationship between the global coordinate system (x, y) in the 
physical domain Ωn and the local coordinate system (ξ, η) of the standard element Ωs 
is presented as follows:

where K is the number of nodes defined in the element, and Mi(ξ, η) is a shape function. 
By using the conversion relation in Eq. (6), Eq. (1) becomes
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where

where J is the Jacobian of the mapping function

and ∣J∣ is the determinant of the Jacobian matrix.
Inside every element, a polynomial of order P is used to denote (P + 1)-order accu-

racy of the solution and the flux. For solution in the two-dimensional element, it is a 
tensor product of the one-dimensional Gauss-Legendre points. On the other hand, 
flux points are defined on cell boundaries, as shown in Fig. 1. To be consistent with 
the location of the solution point, the flux is a tensor product of the one-dimensional 
Gauss-Legendre points along each edge. The approximate solution and flux polyno-
mials are expressed as follows:

where Q̂D
i,j is the transformed solution value at the point (ξi, ηj), F̂Di,j is the transformed 

flux value at the point (ξi, ηj), and P + 1 denotes the number of flux points in the 
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Fig. 1  The distribution of solution points (circle) and flux points (triangle)
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one-dimensional direction. ℓi(X) denotes the Lagrange interpolation basis, which can be 
described as

At the interface, however, the flux is discontinuous and excludes the effect of the 
adjacent element. In order to contain the influence of the adjacent element, the com-
mon flux F̂com at the element interface should be taken into account. Define the con-
tinuous flux polynomial F̂Ci (ξ) of the element i in ξ direction, the correction to the 
discontinuous flux function is made by

where F̂comL  and F̂comR  are the common fluxes at the left and right boundaries of the ele-
ment, respectively. cL and cR represent correction functions of the left and right bounda-
ries, respectively. cL and cR should satisfy the following conditions:

For the sake of the proper flux, it is necessary to compute the flux at the interface 
F̂com using the approximate Riemann solver. F̂com contains inviscid flux F̂cominv  and vis-
cous flux F̂comvis  , i.e., F̂com = F̂cominv + F̂comvis  . In this work, the LBFS [29] is applied to com-
pute F̂ com

inv  , and F̂ com
vis  is computed by the local DG (LDG) [38] method. The principle of 

the LBFS model within the FR framework can be illustrated in Fig. 2.
In this work, the D1Q4 LBFS model is adopted. Because the LBFS is adopted in the 

one-dimensional direction, it is necessary to convert the conservation variable Q and 
the inviscid flux Finv in Eq. (1) into the tangential and normal components of velocity, 
such as follows:
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Fig. 2  Local reconstruction of the lattice Boltzmann solution at flux points
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where un denotes the normal velocity of the cell interface; correspondingly, ut is the tan-
gential velocity of the cell interface. Based on the moment relationship equation [29], the 
conservative variable and inviscid flux depending on the normal velocity can be calcu-
lated by the distribution function fi(r,t) as follows:

where ςi is the velocity of the particle in the i-th direction. In the current D1Q4 LBFS 
model, ς1 = d1, ς2 =  − d1, ς3 = d2, ς4 =  − d2, where d1 and d2 are particle speeds [29]. ϕα is 
the moment. fi(r,t), ϕα , d1 and d2 are defined as
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In the above expression, ep is the particle velocity potential energy, which is in the fol-
lowing form of ep =

[

1− 1
2 (γ − 1)

]

em , where em is the potential energy of the mean 

flow, which is defined as p
(γ−1)ρ.

Substituting the interface distribution function fi(r,0) into Eqs. (14) and (15), according 
to Ref. [29], the conservative variable and the inviscid flux at the interface can be calcu-
lated via the equilibrium distribution function gi as follows:

where τ0 can be regarded as a function that controls the numerical dissipation. This 
means that in the smooth region, τ0 is chosen to be 0. However, around the discontinu-
ity, τ0 is set to a non-zero value. The expression for τ0 is

where pL and pR denote left and right pressures at the cell interface, respectively. In this 
work, C is recommended to be C = 10.

It is clear that the solutions of gi(0, t) and gi(−ςiδt, t − δt) are needed in Eq. (17). Drawing 
on the idea of the Riemann problem at the cell interface, one can obtain gi(−ςiδt, t − δt). 
Meanwhile, gi(0, t) can be calculated by conservative variable at the cell interface. After 
that, the inviscid flux components at the cell interface Fcom,I
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the normal and tangential velocities can be calculated, which are expressed as follows:
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Then, converting Fcominv  into F̂cominv  in the standard element and using F̂comvis  , the flux at the 
interface F̂com can be obtained.

The last step is to calculate divergence of the continuous flux for updating the solution.

The calculation of flux derivative in the η direction can be solved in the same manner. 
Then we can get the semi-discretized form of the governing system Eq. (7). Finally, this 
semi-discretized form is a system of ordinary differential equations and can be solved 
using the Runge-Kutta method [37].

3 � Numerical investigation
In this section, the performance of aerodynamics and heat transfer in viscous super-
sonic and hypersonic flows is studied by FR-LBFS within the PyFR framework [39]. 
This includes simulating the double Mach reflection, viscous shock tube problem, shock 
wave/boundary layer interaction, supersonic compressible ramp flow, and hypersonic 
flow over a leading edge ramp. The time step is around 1e-5 in the following numeri-
cal simulations. The pressure coefficient, skin friction coefficient, and Stanton number 
are defined as follows:

where p∞ and U∞ represent the free-stream pressure and velocity, respectively. τx and qw 
are the viscous stress tensor and heat flux. Tr = T∞

(

1+ r γ−1
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)
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√
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3.1 � Accuracy test

To validate the accuracy of the proposed FR-LBFS method, a manufactured solution 
case [40], typically employed for accuracy testing in the context of the compressible 
Navier-Stokes (N-S) equations, is simulated. This manufactured solution serves as the 
exact solution for the compressible N-S equation.

A periodic boundary condition is enforced on all four boundaries within the compu-
tational domain [0, 1] × [0, 1]. The simulation adopts a Mach number of 0.4 and a Reyn-
olds number of 1000. Four distinct uniform grids with mesh sizes of h = 1/10, 1/16, 1/32, 
and 1/64 are employed. The numerical error of density ρ is quantified using the L2 norm, 
which is expressed as follows:
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where ρ is the numerical solution, Ωi denotes the i-th standard element, Ji is the Jacobian 
determinant corresponding to the i-th element, N and Nq represent the numbers of ele-
ments and quadrature points, respectively, and ωj is the j- quadrature weight.

A convergence study is conducted to demonstrate the accuracy of the proposed FR-
LBFS method. The order of accuracy is determined by the slope of the linear least-
squares fit of log(h) ∝ log(L2). Table 1 presents the errors and convergence orders for 
the density. The table indicates that the desired order of accuracy can be achieved.

3.2 � Double Mach reflection

The double Mach reflection problem has garnered extensive attention due to its rele-
vance to various high-speed applications, including supersonic and hypersonic flight. 
This problem involves the interaction of supersonic flow with solid obstacles, lead-
ing to the generation of strong shock waves reflecting from the obstacle surface. The 
domain size is [0, 4] × [0, 1], utilizing a grid resolution of 2400 × 600 under P2, P3 
and P4 conditions. Initially, a right-traveling strong shock with Ma = 10 reflects at an 
angle of 60° from the wall. The left boundary and the lower boundary at x < 1/6 are set 
as post-shock conditions. The lower boundary at x ≥ 1/6 is set as a no-slip adiabatic 
wall. At the right boundary of the computational domain, a  pre-shock condition is 
applied, and at the upper boundary, a shock condition with Ma = 10 is specified. The 
density ahead of the shock is set to 1.4, the velocity is 0, and the pressure is 1, while 
the post-shock conditions can be determined based on the shock relations.

Figure  3 presents the density contours along the three Mach stems, showing the 
intricate flow features and comparing the results at different accuracies. It is evident 
that the resolution of the P2 results is notably lower than that of P3 and P4. Moreo-
ver, the proximity of the P3 and P4 results suggests that the P3 accuracy achieved by 
this algorithm is satisfactory. Figure 4 displays a close-up view of the flow field near 
the Mach stems under P3 accuracy, revealing fine vortex structures beneath the three 
Mach stems.

(28)L2 =

√

√

√

√

√

N
∑

i=1

∫

Ωi

[ρ(t)− ρm(t)]2dΩi ≈

√

√

√

√

√

N
∑

i=1

Nq
∑

j=1

[ρ(t)− ρm(t)]2Jiωi,

Table 1  L2 norm error and order of accuracy for the manufactured solution case

P Mesh size h L2 error Order

2 1/10 3.40e-4 –

1/16 8.08e-5 3.05

1/32 1.02e-5 2.98

1/64 1.34e-6 2.92

3 1/10 2.32e-5 –

1/16 3.51e-6 4.02

1/32 2.18e-7 4.09

1/64 1.61e-8 3.75
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3.3 � Viscous shock tube problem

The viscous shock tube problem, originally proposed by Daru and Tenaud [41], serves 
as a classical benchmark to evaluate the accuracy and robustness of algorithms in 

Fig. 3  Contours of the density for double Mach reflection

Fig. 4  Local contour lines of the density for double Mach reflection
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simulating viscous compressible flows. This challenging scenario involves the intricate 
interplay between shock waves and boundary layers, necessitating precise numerical 
schemes. The complexity of this phenomenon arises from the presence of reflected 
waves, contact discontinuities, shock waves, and their interactions with viscosity. 
In the computational domain of [−0.5, 0.5] × [0, 0.5], a uniform grid of 300 × 150 is 
employed. The calculations are conducted under the  P3 condition. The upper wall 
is set as a  slip boundary condition, while the remaining boundaries are set as a no-
slip boundary condition. A thin film separates two different states of gas at x = 0 and 
the initial conditions are presented as follows:

where γ = 1.4.
In order to contrast the results under different viscosity, Fig. 5 shows the local density 

gradient contours for varying viscosity coefficients (μ = 0.005, 0.001, and 0.0001), illus-
trating the intricate flow structures associated with this complex phenomenon. Notably, 
these structures encompass λ-shocks and finely detailed vortex patterns.

3.4 � Shock wave/boundary layer interaction

The strong shock wave/boundary-layer interaction where a shock impinges on the 
boundary layer would produce a separation of the flow and a subsequent recirculation 
bubble. In this case, the shock undergoes a transformation where it no longer reflects 
off the wall. Instead, it evolves into a combination of an expansion fan at the edge of the 
boundary layer, along with two compression waves around the separation and reattach-
ment points.

Under the same condition as the work of Degrez et al. [42], the freestream of this case 
is Ma = 2.15 and Re = 1 × 105. The computational domain is shown in Fig.  6, which is 
composed of a flat plate and a shock generator. The left leading edge of the flat plate is 
designed as a circular arc to avoid the singularity. As seen in Fig. 7, the unstructured grid 
with 4155 elements is employed. Again, the P3 condition is selected, and it will also be 
used in the following simulations. The upper side of the domain is an  inviscid bound-
ary condition, and the left and right of the domain are supersonic inflow and outflow 
boundary conditions, respectively. The front of the plate’s left leading edge is a symme-
try wall and the plate is an adiabatic wall.

(ρ,u, v, p) =







�

120,0,0,120
γ

�

, −0.5 < x < 0
�

1.2,0,0,1.2
γ

�

, 0 < x < 0.5
,

Fig. 5  Contours of the density gradient norm
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The contours of pressure coefficient and Mach number are shown in Fig.  8. The 
presence of shock waves generated at different positions and the influence of strong 
shock/boundary layer interactions can be observed. This SWBLI demonstrates a good 
behaviour of the current approach in the resolution of the boundary layer. Simultane-
ously, it excels in handling the interference between two flow features effectively.

Fig. 6  Computational domain of shock wave/boundary-layer interaction

Fig. 8  Contours of pressure coefficient and Mach number for shock wave/boundary-layer interaction

Fig. 7  Grid of shock wave/boundary layer interaction



Page 14 of 21Qin et al. Advances in Aerodynamics             (2024) 6:6 

Figure 9 shows the comparison of the pressure coefficient Cp on the plate between the 
current result and those in literature [42–44]. The present Cp agrees well with the experi-
mental result of Degrez et al. [42] and the numerical result of Moro et al. [43]. It is worth 
mentioning that the result of Moro et al. [43] is based on highly adaptive meshes, which 
implies that this method holds a greater advantage compared to other non-adaptive 
grids. However, the current results disagree with the numerical simulation data from 
Degrez et al. [42] at the downstream of the separation region, which might be attributed 
to the numerical scheme employed. From Fig. 9, it also can be observed that the numeri-
cal solution of Vila-Pérez et al. [44] based on the DG approach, which was simulated in 
the condition of 3379 elements and P3, lies on top of the region of shock impingement. 
It is obvious that the current method with the entropy-based adaptive filtering technique 
is capable of accurately resolving the flow separation region at the shock impingement 
location.

The comparison of skin friction coefficient Cf on the plate is provided in Fig. 10. Again, 
Vila-Pérez et  al. [44] fails to compute Cf in the shock impingement region accurately. 
Meanwhile, as mentioned above, Cf calculated in the current work also matches well 
with that of Mora et al. [43], but the numerical result from Degrez et al. [42] still shows 
clear deviation at the downstream of the separation region.

3.5 � Supersonic compressible ramp flow

The flow separation caused by a ramp is a well-known phenomenon in the study 
of SWBLI. When the intensity of the  shock waves generated by a ramp exceeds the 
capacity of the boundary layer to withstand them, the boundary layer separates at 
the corner. The ramp has a slope angle of 10°, with the freestream of Ma = 3 and 
Re = 16,800. The computational domain, as illustrated in Fig. 11, consists of 2921 grid 
points. In this scenario, the leading edge of the plate serves as the coordinate origin, 
and its distance to the corner represents the characteristic length. The left bound-
ary corresponds to the inlet, positioned 0.2 away from the leading edge of the plate. 

Fig. 9  Pressure coefficient on the plate for shock wave/boundary-layer interaction
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The top boundary represents the far-field boundary, situated at a distance of 0.575 
from the plate. The right boundary represents the outlet, located at x = 1.8. The bot-
tom surface, covering the range of 0 ≤ x ≤ 1.8, is subjected to a no-slip boundary con-
dition, with the temperature set as the total temperature of the incoming flow. The 
region of −0.2 ≤ x ≤ 0 is treated as a symmetry boundary.

Figure 12 displays the contours of density and Mach number, which clearly depicts 
the shock waves generated at the leading edge of the flat plate, as well as the compress-
ible fan-shaped region induced by the ramp. Figure  13 illustrates the pressure coef-
ficient Cp on the wall of the present study and the data in literature [45, 46]. It can be 
seen that the agreement between the current Cp and that in literature is found to be 
excellent. Figure 14 compares the present skin friction coefficient Cf with the reference 
data from Carter [45] with 2156 grid points and Hung and MacCormack [46] with 
2408 elements, which are both second order accurate. It is evident that the current Cf 
agrees well with the data in literature. Meanwhile, Table 2 presents the positions of the 
separation point xs and the reattachment point xr on the ramp. The separation occurs 
when Cf changes from positive to negative, while the reattachment occurs when Cf 
changes from negative to positive. From the table, it can be observed that the locations 
of xs and xr in this study are consistent with those reported in literature [16, 45–48]. 
Therefore, the excellent agreement between the results in this study and the data in 
literature highlights the superior performance of FR-LBFS adopted.

Fig. 10  Skin friction coefficient on the plate for shock wave/boundary-layer interaction

Fig. 11  Grid of supersonic compressible ramp flow
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3.6 � Hypersonic flow over a leading edge ramp

Finally, a hypersonic flow over a leading edge ramp is simulated. The purpose is to gain 
insights into the unsteady behavior and heat transfer of shock-induced laminar bound-
ary layer separation. The freestream is chosen as Ma = 6 and Re = 8 × 105/m. Same as 
previous studies [9, 12, 13, 15], a 50 mm flat plate is attached to a 15° ramp. The wall 
temperature is set as Tw = 300 K. A well-structured grid, incorporating appropriate grid 
clustering, is generated as illustrated in Fig. 15.

To ascertain the grid independency, three different grids with sizes of 53 × 25, 107 × 51 
and 151 × 75 are used. Figure 16(a) presents the comparison of pressure coefficient Cp 
between the result obtained in this study and those from Marini [9], John et al. [12] and 
Kane and Peetala [15], revealing a remarkable level of agreement. Figure 16(b) and (c) 

Fig. 12  Contours of density and Mach number for supersonic compressible ramp flow

Fig. 13  Pressure coefficient on the wall for supersonic compressible ramp flow
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respectively show the skin friction coefficient Cf  and the Stanton number St of the cur-
rent study and those of John et  al. [12] with second order accuracy and 180 × 90 ele-
ments, demonstrating a high level of consistency and agreement.

From Fig. 16(a) and (b), it is found that when 1.5 < x < 2, Cp and Cf with the grid of 
53 × 25 display pronounced oscillations, whereas they exhibit comparable behavior 
with relatively consistent patterns at the grids of 107 × 51 and 151 × 75. Meanwhile, 
the grid of 107 × 51 is fine enough to produce accurate results. Moreover, compared 

Fig. 14  Skin friction coefficient on the wall for supersonic compressible ramp flow

Table 2  Position of separation point xs and reattachment point xr on compressible ramp

xs xr

Present 0.86 1.18

Carter [45] 0.84 1.22

Hung and MacCormack [46] 0.89 1.18

Shakib et al. [47] 0.88 1.17

Mittal and Yadav [48] 0.89 1.13

Kotteda and Mittal [16] 0.88 1.17

Fig. 15  Grid of hypersonic flow over a leading edge ramp
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with Cp from Kane and Peetala [15] using the grid of 420 × 240 with second order 
accuracy, the current method demonstrates improved stability in obtaining Cp while 
using a reduced grid resolution. This indicates that compared with low-order schemes, 
the present high order FR-LBFS has superior capability in simulating SWBLI.

Furthermore, to examine the capability of the present method in predicting heat trans-
fer of SWBLI, two other wall temperatures of Tw = 400 K and 500 K are considered. As 
seen in Fig. 17(a), Cp at Tw = 300 K and 500 K shows excellent agreement with the experi-
mental data from Marini [9]. With an increase in temperature, Cp ahead of the vortex 
(x ≈ 0.8) shows a gradual increase, whereas Cp behind the vortex (x ≈ 1.2) undergoes a 
gradual decrease. In Fig. 17(c), the decrease of St in the separation region can be observed, 
which is because the circulation of low temperature fluid appears in the same region. It is 
well known that Cf  is a representation of the shear stress, which depends on the veloc-
ity gradient and viscosity. When the viscosity decreases with the decreasing temperature 
in the separation region, Cf also exhibits a decreasing trend. So Cf in Fig. 17(b) and St in 
Fig. 17(c) exhibit similar trends. Nevertheless, Cf and St exhibit a decline for the increased 
wall temperature case. That is because the increase in viscosity with the rising temper-
ature results in an elevation of hydrodynamic and thickening of the thermal boundary 
layer. So the decrease in wall gradient leads to a reduction in Cf and St.

In addition, Table 3 displays the positions of the separation point xs and the reattach-
ment point xr on the ramp. It can be observed that as the temperature increases, the 
length of the separation bubble (distance between xr and xs) also starts to increase from 

Fig. 16  (a) Pressure coefficient, (b) skin friction coefficient and (c) Stanton number over the wall with 
different grids for hypersonic flow over a leading edge ramp
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0.36 to 0.54. As discussed earlier, with increasing temperature, the thermal boundary 
layer becomes thicker, consequently leading to a higher susceptibility of separation.

4 � Conclusions
This work investigates the utility of a high-order FR-LBFS with an entropy-based adap-
tive filtering method for predicting aerodynamics and heat transfer in viscous super-
sonic and hypersonic flows. The present approach is successfully employed to compute 
the double Mach reflection, viscous shock tube problem, shock wave/boundary layer 
interaction, supersonic compressible ramp flow and hypersonic flow over a leading edge 
ramp. These cases encompass complex shock interactions, flow separation, and small-
scale structures, among others.

Fig. 17  (a) Pressure coefficient, (b) skin friction coefficient and (c) Stanton number over the wall with 
different wall temperatures for hypersonic flow over a leading edge ramp

Table 3  Position of separation point xs and reattachment point xr on leading-edge compressible 
ramp

Tw xs xr

300 K 0.84 1.20

400 K 0.81 1.25

500 K 0.77 1.31
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This study yielded several findings. Firstly, the current approach has demonstrated its 
capability to capture small scale structures in shock wave/boundary layer interaction. 
Secondly, in comparison to low order finite volume methods, the current approach 
achieves higher accuracy with fewer elements, and it exhibits minimal fluctuations in 
predicting aerodynamic coefficients. Finally, the numerical results of the present method 
are in good agreement with analytical or benchmark data, including aerodynamic coef-
ficients and heat transfer. It demonstrates that the FR-LBFS employed has good perfor-
mance in simulating SWBLI.
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