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Abstract 

High-order methods have demonstrated orders of magnitude reduction in com-
putational cost for large eddy simulation (LES) over low-order methods in the past 
decade. Most such simulations are wall-resolved implicit LES (ILES) without an explicit 
sub-grid scale (SGS) model. The use of high-order ILES for severely under-resolved LES 
such as wall-modeled LES (WMLES) often runs into robustness and accuracy issues 
due to the low dissipation embedded in these methods. In the present study, we 
investigate the performance of several popular SGS models, the static Smagorinsky 
model, the wall-adapting local eddy-viscosity (WALE) model and the Vreman model, 
to improve the robustness and accuracy of under-resolved LES using high-order 
methods. The models are implemented in the high-order unstructured grid LES solver 
called hpMusic based on the discontinuous flux reconstruction method. The length 
scales in these SGS models are calibrated using the direct numerical simulation (DNS) 
database for the turbulent channel flow problem. The Vreman model has been found 
to produce the most accurate and consistent results with a proper choice of the length 
scale for WMLES.

Keywords:  Sub-grid scale models, High-order methods, Wall-modeled large eddy 
simulation

1  Introduction
The promise offered by large eddy simulation (LES) to tackle complex turbulent flow 
problems is being realized in engineering applications five decades after its conception 
[1]. Wall-modeled LES has demonstrated its potential to accurately predict the maxi-
mum lift for the NASA high-lift Common Research Model (CRM-HL) from the 4th 
AIAA High-lift Prediction Workshop [2]. The cost and accuracy of LES lie between 
direct numerical simulation (DNS) and Reynolds-averaged Navier-Stokes (RANS) 
approaches since only the large eddies are resolved in LES while the effects of the small 
eddies are taken into account using sub-grid scale (SGS) models. The solution quality of 
LES is dictated by many factors including the resolution of the numerical methods, the 
computational mesh, the SGS model, the filter size, the quality of boundary conditions 
and wall models, etc. Overlooking any factor can lead to erroneous simulation results.
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Even for the wind-tunnel scale CRM-HL, the cost of WMLES is very high and hun-
dreds of millions of degrees-of-freedom (DOFs) are needed to obtain reasonable results 
with 2nd-order methods. The high cost continues to hinder the applications of LES in 
aerospace engineering because many problems have high Reynolds numbers well over 
10 million. The development of high-order methods (3rd order and higher) [3–7] has 
reduced the cost of LES by orders of magnitude and pushed LES into the realm of design 
studies of mission-critical problems [8]. Because of the progress made in the past decade 
in numerical methods, mesh generation and high-performance CPU/GPU architectures, 
high-order wall-resolved LES (WRLES) can now be conducted for flow with a Reynolds 
number on the order of 1 million on medium-sized industrial-level computer clusters 
for turbo-machinery flow problems [9].

High-order methods have very low dissipation and dispersion errors. When they are 
used to solve non-linear conservation laws, one observes energy pile-up in high wave-
number small scales. The degree of this pile-up depends on the dissipation and disper-
sion characteristics. In a comparative study of high-order central finite difference (FD), 
upwind biased FD, filtered compact difference (CD), and the discontinuous Galerkin 
(DG) methods [10], these schemes were tested to resolve a broadband spectrum with the 
Burgers equation. The filtered CD and DG methods have the highest resolution while 
the central FD has the lowest resolution because of the large dispersion error as shown 
in Fig. 1. The central FD scheme also produced the most energy pile-up in the high wave-
number regime, which can cause an LES to crash due to negative pressure or density 
without other means to enhance stability. One can also see that all high-order schemes 
produced energy pile-ups of various degrees. For example, the (strongly) filtered CD and 
DG methods produced much smaller bumps in the energy spectrum. As a result, they 
have demonstrated excellent performance in WRLES of many complex turbulent flow 
problems because of the adequate resolution of the small near-wall scales [11–15].

However, for higher Reynolds number problems encountered in the aeronauti-
cal industry, WRLES will be too expensive for many years to come because of the 
excessive near-wall mesh resolution requirement [16, 17]. Although WRLES solves 

Fig. 1  Comparison of energy spectrum of various numerical schemes for the Burgers equation [10]
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space-filtered Navier-Stokes equations and costs much less than DNS, the simulation 
expense is still very high because of the near-wall mesh resolution requirement [18]. 
WMLES [19], on the other hand, dramatically reduces the near-wall mesh resolu-
tion requirement and is much more affordable for real-world industrial applications 
[20–24].

In the near-wall region of WMLES, the turbulent scales are severely under-resolved. 
High-order ILES often encounters robustness and accuracy problems. The low dissipa-
tion embedded in high-order methods is often not sufficient to stabilize such simula-
tions. Other means are usually necessary to achieve robust simulations such as solution 
limiting [25], filtering [26], polynomial dealiasing or over-integration [27–29], explicit 
SGS models [30–32], and various kinetic energy preserving (KEP) and entropy pre-
serving (KEEP) schemes [33]. With such stabilizing techniques, the computations can 
proceed in a robust manner, but the accuracy often depends on how much small-scale 
energy is drained from the simulations. One such example is shown in Fig.  2, which 
illustrates the influence of solution limiting [25] on the mean flow in WMLES of the 
fully developed turbulent channel flow at a friction Reynolds number of 5,200. Note that 
insufficient damping of the small scales caused the wall friction to be over-predicted and 
the velocity to be under-predicted. On the other hand, the over-damping of the small 
scales caused the friction to be under-predicted and the velocity profile to be over-pre-
dicted. For complex configurations, it is very challenging to determine the appropriate 
amount of solution limiting. Filtering techniques also face this dilemma.

These challenges have led us to investigate the use of explicit SGS models in high-
order WMLES. Early LES successes were largely attributed to the development of ade-
quate SGS models, such as the classical Smagorinsky model [1], since they were critical 
in stabilizing very under-resolved LES. Various SGS models have been developed after 
the Smagorinsky model. The scale similarity model [35] assumes that the energy transfer 
between the resolved scales and unresolved scales is similar at different length scales. 

Fig. 2  Influence of solution limiting on the mean flow in a fully developed turbulent channel flow at 
Reτ = 5200 [34] computed using a 4th order discontinuous method
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The gradient model [36] estimates the local SGS stress tensor using a Taylor expansion 
of the flow velocity. The mixed model [37] combines the similarity model and the Sma-
gorinsky model. To satisfy the physical condition of vanishing eddy viscosity near the 
wall, the wall-adapting local eddy-viscosity (WALE) model [38] and the Vreman model 
[39] were developed. The dynamic version of some of these models can be found in [40–
45]. The development of SGS models for compressible flow is described in [46, 47]. A 
comprehensive review of SGS models is provided in [48].

SGS models and the underlying numerical methods are very tightly connected. For 
example, if a numerical method is non-dissipative, an adequate SGS model is essential 
for a stable and accurate LES. Otherwise, energy from the small subgrid scales is not 
drained and can pile up near the highest resolvable wave number to drive the simulation 
unstable. On the other hand, if a numerical scheme is dissipative, the energy from the 
small subgrid scales can often be sufficiently dissipated to main simulation stability with-
out the use of an explicit SGS model for WMLES. For example, many high-resolution 
schemes with limiters have sufficient numerical dissipation to stabilize LES without a 
SGS model, thus popularizing the so-called implicit LES (ILES) [49]. Many studies also 
found that the use of SGS models in WRLES using high-order methods can be detri-
mental because of the excessive damping [50, 51]. This is because the SGS models intro-
duced physically un-correlated dissipation and degraded the resolution of large eddies.

In the present study, we investigate several SGS models for under-resolved WMLES 
using the discontinuous flux reconstruction (FR) or correction procedure via recon-
struction (CPR) method [7, 52–54]. More specifically, we study three popular SGS mod-
els, the Smagorinsky, WALE, and Vreman models, and calibrate the length scale for 
various solution polynomial orders using the DNS results of the channel flow. The pre-
sent paper is organized as follows. Section 2 reviews the governing equations and the 
three SGS models. Section 3 describes the numerical method and the implementation of 
the SGS models in the FR/CPR method, followed by an introduction of the equilibrium 
wall model in Section 4. In Section 5, we compare the simulation results from the SGS 
models for several benchmark cases. Conclusions and future work are given in Section 6.

2 � Governing equations and SGS models
2.1 � Navier‑Stokes equations for LES

The unsteady 3D Navier-Stokes equations governing the dynamics of compressible vis-
cous flow can be written as [55]

where ρ is the density, ui are the velocity components, p is the pressure, E is the total 
energy, while τij and qj are the viscous stress tensor and heat flux. These are

(1)
∂ρ

∂t
+ ∂(ρui)

∂xi
= 0,

(2)
∂(ρui)

∂t
+ ∂(ρuiuj)

∂xj
+ ∂p

∂xi
= ∂τij

∂xj
,

(3)
∂E

∂t
+ ∂(E + p)uj

∂xj
= ∂(uiτij)

∂xj
− ∂qj

∂xj
,
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where µ is the viscosity, δij is the Kronecker delta, T is the temperature and κ is the ther-
mal conductivity, which is usually computed based on the Prandtl number Pr,

with cp the specific heat at constant pressure. The above equations use the summation 
convention for repeated indices. To close the equations, we employ the ideal gas law to 
compute the total energy,

where γ = 1.4 is the ratio of specific heats. For ILES, these equations can be directly 
used with the assumption that all variables are implicitly space-filtered quantities. The 
implicit filter width is related to the mesh size. For explicit LES, many terms need clo-
sure models to completely define the governing equations. For the sake of simplicity, we 
only augment the viscous stress tensor with a sub-grid stress term, i.e., τij = τij + τ

SGS
ij  . 

The SGS term is then computed with an SGS model. From a physical perspective, τ SGSij  
accounts for the effect of the subgrid scales on the resolved scales. From a mathematical 
perspective, this is the extra term that appears in the filtered Navier-Stokes equations 
due to space filtering. While compressible flows also require modeling of the SGS pres-
sure work, SGS heat transfer, SGS turbulent diffusion and SGS viscous diffusion, these 
additional terms are omitted for the low Mach number flows considered in the present 
study.

In the present study, three SGS models are studied in the context of the FR/CPR 
method. They are described next.

2.2 � Smagorinsky model

The original SGS model introduced by Smagorinsky remains one of the most widely 
used eddy viscosity models which follows the Boussinesq hypothesis and set

where νSGS is the eddy viscosity and Sij is the rate of strain tensor,

The eddy viscosity has the dimensions of length squared times the velocity gradient. 
The length scale is taken as cs� with � the filter width while the velocity gradient is taken 
as the magnitude of the rate of strain tensor. So the eddy viscosity is

(4)τij = µ

∂ui

∂xj
+ ∂uj

∂xi
− 2

3
µδij

∂uk

∂xk
,

(5)qj = −κ

∂T

∂xj
,

(6)κ = cpµ

Pr
,

(7)E = p

γ − 1
+ 1

2
ρuiui,

(8)τ
SGS
ij = 2ρνSGSSij ,

(9)Sij ≡
1

2

(

∂uj

∂xi
+ ∂ui

∂xj

)

.
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and S =
√

2SijSij  represents a Galilean invariant estimation of velocity differences over 
length scales of order � . The Smagorinsky coefficient cs was estimated to be 0.16 by Lilly 
[56] for isotropic turbulence.

2.3 � Wall‑adapting local eddy‑viscosity (WALE) model

The WALE model is also an eddy viscosity model with a different eddy viscosity. Let the 
velocity gradient tensor be

A traceless symmetric part of the square of the velocity gradient tensor is defined as

where g2ij = gikgkj . The eddy viscosity is computed as

where the constant cw is often estimated to be 0.325. One of the advantages of the WALE 
model over the Smagorinsky model is the eddy viscosity contains both the strain rate 
and rotation rate of the turbulent structure. The eddy viscosity of the Smagorinsky 
model only contains the strain rate. To see this, Eq. (12) can be written as

where �ij = 1
2

(

∂uj
∂xi

− ∂ui
∂xj

)

 is the rotation rate tensor. Another advantage of the WALE 

model is that the eddy viscosity is reduced in the vicinity of the wall to produce the 
proper asymptotic behavior.

2.4 � Vreman model

We simplify the model by assuming an isotropic filter width in all directions. The eddy 
viscosity of the Vreman model is computed as

with βij = gmigmj , Bβ = β11β22 − β
2
12

+ β11β33 − β
2
13

+ β22β33 − β
2
23

 . The coefficient cv 
is related to the Smagorinsky coefficient by cv ≈

√
2.5cs . The Vreman model also has the 

proper near-wall behavior similar to the WALE model.

(10)νSGS = (cs�)
2S,

(11)gij ≡
∂uj

∂xi
.

(12)Sdij ≡
1

2
(g2ij + g2ji)−

1

3
δijg

2
kk ,

(13)νSGS = (cw�)
2

(

Sdij S
d
ij

)3/2

(

SijSij
)5/2

+

(

Sdij S
d
ij

)5/4
,

(14)Sdij = SikSkj +�ik�kj −
1

3
δij(SmnSmn −�mn�mn),

(15)νSGS = (cv�)
2

√

Bβ

gijgij
,
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3 � Numerical method
The FR/CPR method was originally developed by Huynh in 2007 for hyperbolic partial 
differential equations [52], and was then extended to hybrid unstructured meshes in [53, 
54]. More recent work was reviewed in [7]. Let Q be the vector of conserved variables, Fj 
and Fν,j represent the inviscid and viscous flux vectors in each coordinate direction. The 
conservation laws can be written as

Assume that the computational domain is discretized into non-overlapping elements. 
Each physical element is transformed to a standard element with coordinates (ξ1, ξ2, ξ3) 
by the transformation matrix,

Also define

The elements of W are the cofactors of K, and in a finite volume discretization, they are 
just the areas of the computational cells projected in the Cartesian coordinate directions. 
If a face of the physical element is mapped to a face in the standard element defined by

the surface metrics of this face can be computed according to

where n is the local unit face normal having components (n1, n2, n3) , A is the local area, 
∇ξ is the gradient operator in the computational domain. The normal inviscid and vis-
cous fluxes are defined as

Inside element k, a set of points (usually Gauss quadrature points) is selected to 
construct a degree P solution polynomial Qk using the Lagrange interpolation. These 
points are called solution points (SPs). Let Qk ,q be the solution at SP q on element k. 
The local solution and the solutions at immediate face neighbors are used to com-
pute a local gradient ∇Qk . Then the inviscid and viscous fluxes are computed at the 
SPs, which are used to obtain flux polynomials, F̂j(Qk) and F̂v,j(Qk ,∇Qk) , again using 
Lagrange interpolations. The FR/CPR formulation can be written as [54]

(16)
∂Q

∂t
+ ∂Fj(Q)

∂xj
= ∂Fv,j(Q,∇Q)

∂xj
.

(17)Kij =
∂xi

∂ξj
,K−1

ij = ∂ξi

∂xj
, J = det(K ).

(18)W = JK−1
.

(19)h(ξ1, ξ2, ξ3) = 0,

(20)nA = ∇ξh ·W
|∇ξh| ,

(21)Fn = Fjnj ,

(22)Fn
v = Fv,jnj .
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where index f denotes the faces of the element, and index l indicates the flux points (FPs) 
on the faces, which are usually the face Gauss quadrature points, αq,f ,l are the lifting 
coefficients only depending on the shape of the element, [Fn] and [Fn

v ] are the normal 
inviscid and viscous flux jumps at each flux point. Although the solution is generally 
discontinuous across element interfaces, the normal inviscid and viscous fluxes must 
be continuous across element interfaces at the flux points to ensure conservation. This 
unique inviscid flux is computed with the Roe Riemann solver [57] and the unique vis-
cous flux is computed with common solutions and gradients at the FPs. They are called 
the common fluxes, i.e. Fn

com and Fn
ν,com . In the present study, the common face gradients 

are computed with the BR2 approach [58].
The normal flux jumps are the difference between the common fluxes and the inter-

polated normal fluxes at the flux points, i.e.,

In the FR/CPR method, projecting an arbitrary solution onto the piece-wise poly-
nomial space can be considered a space-filtering operation. As a result, the FR/CPR 
method without any SGS model becomes ILES. Adding an SGS model to the FR/CPR 
scheme is then equivalent to adding extra dissipation flux terms to the original for-
mulation. The variation of the velocity gradient at each SP generally leads to a non-
uniform eddy viscosity inside an element. To make the SGS model less oscillatory, we 
use an element-wise constant eddy viscosity instead of the local eddy viscosity. The 
constant eddy viscosity is the averaged value over the element,

where νSGS,q is the local eddy viscosity at SP q, V is the volume of the element, and wq is 
the quadrature weight at the SP.

In the implementation of an SGS model within the FR/CPR framework, we could 
have treated the SGS stresses in the standard way. In this case, common fluxes are 
introduced in the momentum and energy equations, which are related to the SGS 
stresses. Since the SGS stresses are not well correlated with the physical SGS stresses 
[51], their primary purpose is to dissipate energy from the small turbulence scales. To 
guarantee the conservation and minimize data communication for parallel implemen-
tations, we artificially set the common fluxes of all the SGS stresses to be zero at all 
element interfaces, i.e.,

(23)

∂Qk ,q

∂t
+

[

∂ F̂j(Qk)

∂xj

]

q

−
[

∂ F̂v,j(Qk ,∇Qk)

∂xj

]

q

+ 1

Jk ,q

∑

f

∑

l

αq,f ,l([Fn]f ,l − [Fn
ν
]f ,l)Af ,l = 0,

(24)[Fn]f ,l = Fn
com,f ,l − F̂ n

f ,l ,

(25)[Fn
v ]f ,l = Fn

v,com,f ,l − F̂ n
v,f ,l .

(26)νSGS = 1

V

∑

q

wqνSGS,q ,

(27)
(

τ
SGS
ij

)

com
= 0.
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In a FV method, each element has one degree of freedom (DOF). The filter width for 
all the SGS models is normally computed as

We will call this choice d1. In the FR/CPR method, there are multiple DOFs in an ele-
ment. It seems that a natural choice for the filter width is then

We will call this choice d3. The SGS models have been mostly calibrated and used for 
2nd-order methods. High-order methods have much less numerical dissipation than 
second-order ones. We thus expect choice d3 to not have sufficient dissipation for the 
small turbulence scales. We, therefore, introduce the following length scale between d1 
and d3,

which is called choice d2. Benchmark results will be used to assess the impact of these 
choices on the computational results.

For time integration, we employ either a 3rd order SSP Runge-Kutta scheme [59], or 
an optimized backward difference formula [60] with an LU-SGS solver [61, 62].

4 � Equilibrium wall model
The equilibrium wall model used in the present study was developed in [24, 63], follow-
ing an earlier attempt with an eddy-viscosity type model [64] and a wall model for the 
high-order DG method [65]. The basic idea is to obtain the wall model data from within 
the turbulent boundary layer. The distance from the data exchange location to the wall 
is denoted hwm . Then the wall shear stress is computed based on the wall function, hwm , 
and wall model data.

A schematic of the idea is shown in Fig. 3. The wall shear stress is obtained utilizing the 
law of the wall based on the wall parallel velocity input at a distance away from the wall, 

(28)� = V 1/3
.

(29)� = V 1/3

P + 1
.

(30)� = V 1/3

√
P + 1

,

Fig. 3  Schematic of wall-modeled LES. The left figure depicts the boundary layer, while the right figure 
illustrates the law-of-the-wall [24]
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where large eddies are captured. In Fig. 3, the dotted line separates the under-resolved 
inner region and the resolved outer region of the boundary layer. The black solid line is a 
sample DNS velocity profile in the boundary layer. The circles represent the solutions in 
the outer part of the boundary layer obtained using a resolved LES. The wall model takes 
the flow information including wall parallel velocity U, density ρ , and viscosity µ from 
the resolved LES as the input at the solid black circle in Fig. 3 and solves a nonlinear 
equation to obtain uτ . Then the wall-stress τw = ρu2

τ
 is imposed at the wall to update the 

solution unknowns near the wall.
In the present implementation of the high-order FR/CPR method, wall boundary 

conditions are imposed weakly at the wall flux points, as shown in Fig.  4. The data 
exchange location is on the interface between the first and second elements away 
from the wall. The wall model data are from the second element because the turbulent 
scales at the first element are always under-resolved. Since the near-wall eddy size is 
roughly the same as its distance to the wall, the desirable aspect ratio for the near-
wall element is one because the eddy size at the second element is comparable to the 
element size. When the solution polynomial order P is sufficiently high, the turbulent 
eddies at the second element can be resolved well, thus providing accurate wall shear 
stress to update the degrees of freedom of the near-wall element.

5 � Numerical results
5.1 � Taylor‑Green vortex evolution

The compressible inviscid Taylor-Green vortex problem [66] is chosen as the first case 
to assess the performance of the SGS models in stability and accuracy. In addition, 
we want to compare the dissipative characteristics of the SGS models relative to the 
Riemann solver. The spatial domain � is a box that spans [−πL,πL] in each coordinate 
direction, and L is the characteristic length. The smooth initial conditions are given 
by the following equations.

where V0 is the reference velocity, p0 is the reference pressure, and ρ0 is the reference 
density. The chosen reference state results in a Mach number M0 = 0.1 . The charac-
teristic convective time is defined as tc = L

V0
 . The unsteady simulation is performed for 

20tc with an explicit 3rd order SSP Runge-Kutta scheme. It has been found in multiple 

(31)

ρ = ρ0,

(32)u = V0 sin

( x

L

)

cos

( y

L

)

cos

( z

L

)

,

(33)v = −V0 cos

( x

L

)

sin

( y

L

)

cos

( z

L

)

,

(34)w = 0,

(35)p = p0 +
ρ0V

2
0

16

(

cos

(

2x

L

)

+ cos

(

2y

L

))(

cos

(

2z

L

)

+ 2

)

,
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international high-order CFD workshops that the kinetic energy and enstrophy are 
good resolution indicators for turbulent eddies. The non-dimensional kinetic energy is 
defined as

and the non-dimensional enstrophy is computed as

where v is the velocity vector, and ω = ∇ × v is the vorticity. To test the performance of 
the SGS models for under-resolved turbulence, the simulations were conducted assum-
ing inviscid flow on a very coarse 16 × 16 × 16 Cartesian grid at P = 4 (P4) with all the 
length scale choices for the SGS models. The kinetic energy and enstrophy histories are 
compared in Figs. 5 and 6. Both plots tell a similar story in the dissipative characteristics 
of the SGS models. It is striking that all three SGS models with any of the length scales 
heavily dissipated the turbulent eddies on this mesh compared to the ILES result. Both 
figures show that the amount of dissipation in the SGS models is much more than the 
dissipation embedded in high-order discontinuous methods due to the use of a Riemann 

(36)Ek = 1

ρ0V
2
0
�

∫

�

1

2
ρv · vd�,

(37)χ = L2

ρ0V
2
0
�

∫

�

1

2
ρω · ωd�,

Fig. 4  Wall model implementation in the FR/CPR method. The green triangles denote the wall flux points, 
and the red squares denote the data exchange locations
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solver. In addition, the smaller dissipation with d2 and d3 is very obvious in comparison 
to the result with d1. Note that the WALE model is visibly less dissipative than either the 
Smagorinsy model or the Vreman model, while the Vreman model is slightly less dissipa-
tive than the Smagorinsky model.

Next, we test the performance of SGS models in a well-resolved simulation to see if 
and how they degrade the solution quality. A viscous simulation at

was conducted on a mesh of 643 elements at P4. The Prandtl number is 0.71. The enstro-
phy histories from the present simulations are compared with the DNS results [66] in 
Fig.  7. The P4 ILES result is comparable to the DNS result at this resolution as their 

(38)Re = ρ0V0L

µ

= 1, 600

Fig. 5  Comparison of kinetic energy histories for the inviscid Taylor-Green vortex simulations at P4

Fig. 6  Comparison of enstrophy histories for the inviscid Taylor-Green vortex simulations at P4
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enstrophy histories are almost on top of each other. The SGS models appear to impact 
the enstrophy histories significantly with length scales of d1 and d2, and to a much less 
extent with d3. All three SGS models with d3 did not seriously degrade the results. Rela-
tively speaking, we again confirm that the WALE model is the least dissipative, followed 
by the Vreman model while the Smagorinsky model is the most dissipative.

5.2 � Isotropic turbulence

A decaying isotropic turbulence is simulated to study the impact of the SGS models on 
the kinetic energy spectra. We use the data collected by experiments of Comte-Bellot 
and Corrsin [67] for this purpose. In the experiments, the isotropic turbulence was trig-
gered by a free-stream passing through a grid. Using the Taylor hypothesis, the spec-
tra are measured at three downstream locations of the grid, which are converted into 
time instants of U0t/M = 42 , 98, and 171, where M = 5.08 cm is the grid size and 
U0 = 10 m/s is the free-stream velocity. The Reynolds number based on the grid size is 
Re ≡ U0M/ν = 34000 . In the present study, the isotropic turbulence is modeled inside 
a square box with periodic boundary conditions. The size of the box is chosen to be 
LB = 11M . The initial random velocity field whose energy spectrum matches the experi-
mental data at U0t/M = 42 is generated on a uniform Cartesian grid using the method 
proposed by Kwak et al. [68]. The random velocity field is then interpolated to the solu-
tion points of the computational mesh by tri-linear interpolations. The computational 
mesh is a Cartesian mesh with 32 cells in each direction. The computed turbulent kinetic 
energy spectra with different solution polynomial orders and SGS models are shown 
in Fig. 8 at U0t/M = 98 . Note that the lower the solution polynomial order, the more 
energy pileup is observed near the high wave number regime compared to the experi-
mental data. We believe this phenomenon was caused by the aliasing error due to a lack 
of resolution especially for P = 2 and P = 3 . For P = 4 and P = 5 , the spectra from the 

Fig. 7  Comparison of enstrophy histories for the viscous Taylor-Green vortex simulations at P4
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simulations agree quite well with the measured spectra in the low wave number regime. 
It is obvious that the spectra of ILES simulations differ from the measured data the most 
in the high wave number regime compared to the spectra computed with the SGS mod-
els. One can also observe that both the WALE and Vreman models produced similar 
results, with the Vreman model having slightly more damping than the WALE model. 
This observation is compatible with the results in the Taylor-Green vortex case. The 
length scales in the SGS models caused a significant difference in damping character-
istics, especially for P = 4 and P = 5 . With length scale d3 (solid green and red curves), 
very little dissipation is introduced such that the energy spectra are very similar to the 
spectrum from the ILES simulations. On the other end, length scale d1 introduces too 
much dissipation that considerably reduces the range of resolvable wave numbers (dot-
ted green and red curves). The SGS models with length scale d2 introduce a moderate 
amount of dissipation so that a good balance is achieved between resolution and energy 
dissipation near the highest resolvable wave numbers (dashed green and red curves).

5.3 � Fully developed turbulent channel flow at Reτ = 180

This fully developed low Reynolds turbulent channel flow is selected to evaluate the per-
formance of the SGS models for WRLES. The DNS data from [34] is used for compari-
son. The domain size is [4πδ, 2δ, 4

3
πδ] , where δ is the half channel height. The Reynolds 

number based on δ and the friction velocity uτ is Reτ = uτL
ν

= 180 . The bulk Mach num-
ber is 0.3. The grid has 100 elements in the stream-wise, 20 elements in the wall normal, 
and 33 elements in the spanwise directions respectively. The minimum element size in 

Fig. 8  Turbulent kinetic energy spectra at U0t/M = 98
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the wall-normal direction is 0.015δ and the element growth rate is 1.5 in the wall normal 
direction. The flow variables are approximated with P = 3 polynomials resulting in an 
equivalent mesh resolutions of �x+ = 5.7 , �y+ = 0.68 , �z+ = 5.7 . Periodic boundary 
conditions are applied in both the streamwise and spanwise directions. A source term 
is added dynamically to the x-momentum equation to maintain a constant bulk velocity 
through the channel. The temporal solver uses the block lower-upper symmetric Gauss-
Seidel (LU-SGS) method [61, 62] together with a 2nd order optimized backward differ-
ential formula. The simulations were run sufficiently long to obtain converged mean flow 
and Reynolds stress profiles.

The mean velocity profiles computed with the SGS models at all length scales are com-
pared with the DNS result and the ILES result in Fig. 9. Note first that the ILES result 
agrees very well with the DNS result because the present mesh resolution can be con-
sidered comparable to that of the DNS. It is obvious that the Smagorinsky model per-
formed very poorly with all three length scales because of its large eddy viscosity near 
the wall boundary. This observation confirmed many earlier studies which showed that 
the Smagorinsky model degraded the accuracy of WRLES, e.g., [25]. The WALE and the 
Vreman models produced much better results than the Smagorinsky model, especially 
with lengths d2 and d3. Due to the proper near-wall behavior, both the WALE and Vre-
man models produced mean velocity profiles which agree very well with the DNS result 
in the viscous sublayer with y+ < 10 . With d1, both models performed poorly in the 
buffer and log regions. With d2 and d3, the mean velocity profiles agree much better 
with the DNS result in the entire boundary layer, with the WALE model performing 
slightly better than the Vreman model.

Next, we compare the computed Reynolds shear stress using the SGS models with 
the DNS result in Fig. 10. Again the Smagorinsky model did not perform well with any 
length scale. Both the WALE and Vreman models performed well with length scales d2 
and d3, and the WALE model produced visibly better agreement with the DNS data than 

Fig. 9  Comparison of mean velocity profiles for the channel flow at Reτ = 180
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the Vreman model. Obviously for this case, the smaller the eddy viscosity is, the better 
the agreement is with DNS because of the fine mesh resolution.

5.4 � Fully developed turbulent channel flow at higher Reynolds numbers

The high Reynolds number channel flow problem at Reτ = 5200 is selected to evaluate 
the performance of the WALE and Vreman models for severely under-resolved turbu-
lence with WMLES [63]. We again use the DNS data from [34] for comparison purposes. 
The computational domain is the same as the one used for the low Reynolds number 
case. A uniform grid was generated for WMLES with a total of 60 × 16 × 40 elements. 
The mesh resolutions based on the element size in terms of wall units are roughly: 
�x+ = 1088 , �y+ = 650 , �z+ = 544.

At the present flow condition, ILES was not stable. Previously we used an accuracy-
preserving limiter to stabilize the simulation. With the limiter, the computational 
results strongly depend on how much limiting is used as illustrated in Fig. 2. There-
fore, the use of solution limiting for under-resolved turbulence becomes very ad hoc. 
Because of the poor performance of the Smagorinsky model for the low Reynolds 
number case, we only consider the WALE and Vreman models in the present simula-
tions. In order to obtain a complete picture of the performance of both SGS models, 
P2 to P5 simulations were performed with all three length scales. The computed mean 
velocity profiles and Reynolds shear stresses are compared in Figs. 11, 12, 13, and 14.

Relatively speaking, the spread in the mean velocity profiles is larger than the 
spread in the Reynolds stress 〈uv〉 for all solution orders. We therefore focus on com-
paring performance with the mean velocity profiles. At P = 2 , both SGS models per-
form quite differently. With a decreasing length scale from d1 to d3, the mean velocity 
profiles shifted downward because of the reduced eddy viscosity. This trend is similar 
to that with a solution limiter. It is surprising, however, to see that the WALE model 
with the largest length scale d1 still failed to provide sufficient dissipation for the 
small turbulent scales in the case. Accordingly, the best result was produced with the 

Fig. 10  Comparison of Reynolds shear stress profiles for the channel flow at Reτ = 180
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largest length scale d1 for the WALE model. The Vreman model, on the other hand, 
performed as expected in that d1 has too much dissipation while d3 has too little dis-
sipation with d2 generating the best agreement with the DNS data.

At P = 3 and P = 4 , the velocity profiles computed with the WALE model agreed 
better with the DNS results at all length scales. The best result is still produced by the 
largest length scale d1. This trend, however, does not hold for P = 5 . At P = 5 , the best 
result is produced by d2 with the WALE model. It is strange to see that with a decreasing 

Fig. 11  Mean velocity and Reynolds stress 〈uv〉 computed with P = 2 at Reτ = 5200

Fig. 12  Mean velocity and Reynolds stress 〈uv〉 computed with P = 3 at Reτ = 5200

Fig. 13  Mean velocity and Reynolds stress 〈uv〉 computed with P = 4 at Reτ = 5200
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eddy viscosity from d1 to d3, the mean velocity profiles shifted upwards, completely 
reversing the trend observed from P = 2 to P = 4.

With the Vreman model, the results are very consistent in that d1 always has too much 
dissipation while d3 has too little dissipation with the best result produced by d2.

As a final verification of the performance evaluation, we perform a WMLES on the 
same mesh with P = 3 at the Reynolds number of Reτ = 544 . The mesh resolutions 
based on the element size in terms of wall units are roughly: �x+ = 114 , �y+ = 68 , 
�z+ = 57 . The computed mean velocity and Reynolds shear stress profiles are compared 
with the DNS results from [34] in Fig. 15. Even though this case has a Reynolds number 
nearly an order of magnitude smaller, the same performance trend is observed here: d2 
produces the best results for the Vreman model and d1 generates the best result for the 
WALE model.

6 � Conclusions
A comparative study of three SGS models, namely the Smagorinsky, the WALE and the 
Vreman models has been conducted in the present study for WRLES and WMLES with 
the discontinuous high-order FR/CPR method. These models have been used extensively 
in the CFD community and calibrated for second-order finite volume methods. Because 
of the vast difference in dissipative characteristics between second-order and high-order 

Fig. 14  Mean velocity and Reynolds stress 〈uv〉 computed with P = 5 at Reτ = 5200

Fig. 15  Mean velocity and Reynolds stress 〈uv〉 computed with P = 3 at Reτ = 544
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methods, we expect that these SGS models need to be re-calibrated for high-order 
methods. Our decision is to retain the same model coefficient while revising the length 
scale in the SGS models. We therefore consider the following three length scales: d1: 
� = V 1/3 , d2: � = V 1/3

√
P+1

 , and d3: � = V 1/3

P+1
 . Based on the benchmark problems of the 

Taylor-Green vortex, isentropic turbulence and the fully developed turbulent channel 
flows, we can draw the following conclusions:

•	 From the Taylor-Green vortex case, we can observe that SGS models introduce much 
more dissipation than the numerical dissipation embedded in the high-order discon-
tinuous methods due to the use of Riemann solvers. The WALE model is the least 
dissipative, followed by the Vreman model, and the Smagorinsky model.

•	 The different length scales in the SGS models produced visibly different kinetic 
energy and enstrophy histories in the Taylor-Green vortex case for both under-
resolved and well-resolved turbulence. Needless to say, ILES always performs the 
best for well-resolved turbulence.

•	 For the isentropic turbulence problem, both the WALE and the Vreman models per-
formed similarly with the best results obtained with length scale d2.

•	 The channel flow case showed that the Smagorinsky model performed very poorly 
for wall-bounded flow due to its erroneous near-wall behavior. For WRLES, both the 
WALE and Vreman models performed reasonably well with length scales d2 and d3 
while d1 produced large errors in the mean velocity profiles. We again confirmed 
conclusions from many studies which showed ILES performed better than explicit 
SGS models for WRLES.

•	 For WMLES, the most accurate and consistent results are delivered by the Vreman 
model from P = 2 to P = 5 with length scale d2. We therefore recommend the Vre-
man model for high-order WMLES with d2. In contrast, the WALE model’s perfor-
mance is not consistent with different solution polynomial orders. Even with the larg-
est length scale d1, the WALE model appears to have insufficient dissipation to damp 
the small scales. At P = 5 , the WALE model’s behavior is unexpected. We therefore 
recommend the Vreman model for high-order WMLES with choice d2 as the length 
scale.
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